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Abstract: - We present a real-time fault-tolerant design for thek-aryn-cube multiprocessor and examine its
reconfigurability. Thek-ary n-cube is augmented by spare nodes at stages one and two. We consider two
modes of operations, one under heavy computation or hard deadline and the other under light computation
or soft deadline. We assume that faulty nodes cannot compute, but retain their ability to communicate.
Our approach utilizes the capabilities of the wave-switching communication modules of the spare nodes
to tolerate a large number of faulty nodes and faulty links. Both theoretical and simulation results are
examined. Compared with other proposed schemes, our approach can tolerate significantly more faulty
nodes and faulty links with a low overhead and no performance degradation.
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1 Introduction
In the quest to attain petascale computing, re-

searchers are designing parallel machines with hun-
dreds of thousands of processing elements [8]. Thek-
aryn-cube is an attractive topology to implement such
parallel machines. A number of multiprocessors have
already been built using networks that are eitherk-ary
n-cube or are isomorphic to one [4, 15, 16]. To sustain
the same level of performance, some researchers have
investigated hardware schemes for thek-ary n-cube
based multiprocessors where spare nodes and spare
links are used to replace the faulty ones [3, 11, 12, 2,
1, 7, 5, 10, 17, 6]. To accommodate real-time appli-
cations, such faulty components have to be replaced
with spares in a manner that also satisfies the required
completion deadline of active tasks. Two modes of op-
eration is generally considered: thestrict mode and the
relaxed mode. The strict mode pertains to tasks whose
computational requirements are heavy or have a hard
completion deadline. The relaxed mode, on the other
hand, consists of tasks with a soft completion deadline
or a light computational load. Therefore, in the strict
mode of operation, in order to allow for fast reconfigu-
ration, spare replacement of faulty components should
result in very few changes in the system interconnec-
tions.A common approach to accommodate this mode

of operation is to replace each faulty component with
the local spare using a distributed reconfiguration al-
gorithm [14]. On the other hand, in the relaxed mode
of operation, a global reconfiguration algorithm is ap-
plied to maximize the probability that in the next strict
mode of operation, there exists a local spare for every
faulty component.

In this paper, we present a two-stage redundant
scheme for thek-ary n-cube. The objectives of the
scheme are two fold. First, facilitate real-time fault
tolerance by allowing the system to operate in either
the strict mode or the relaxed mode. Second, utilize
the spare network to tolerate a large number of faculty
nodes and faulty links.

The rest of the paper is organized as follows. In
the next section, notation and definitions that are used
throughout the paper are given. An overview of our
approach is presented in Section 3. In Section 4, we
examine the reconfigurability of the scheme. Both the-
oretical and simulation results are presented. Finally,
concluding remarks are discussed in Section 5.

2 Notation and Definitions
Each node of ak-aryn-cube is identified byn-tuple

(an�1 � � � ai � � � a0) whereai is a radixk digit and rep-
resents the node’s position in thei-th dimension. Each



node is connected along the dimensioni to the neigh-
boring nodes(an�1 � � � (ai � 1 mod k) � � � a0). Each
spare node, in addition ton digits, at stage one is la-
beled with a prefixS (i.e. San�1 � � � ai � � � a0) and
at stage two is labeled with a prefixSS. The link
connecting any two nodesP and Q is represented
by P ! Q. A cluster whose local spare is labeled
San�1 � � � ai � � � a0 is calledcluster an�1 � � � ai � � � a0.
Finally, we define theConnection Requirement (CR)
of a spare node in a cluster with multiple faulty nodes
as the number of edge-disjoint paths that must be con-
structed, within the spare network from that spare node
to other spare nodes in the fault-free clusters, so that
faulty nodes can be tolerated.

3 Overview of the TECKN Approach
In our scheme, at stage one, one spare node is as-

signed to each set ofin regular nodes called a cluster;
each spare node is connected to every regular node of
its cluster via an intra-cluster spare link. Furthermore,
the spare nodes of neighboring clusters are intercon-
nected using inter-cluster spare links; two clusters are
declared neighbors if there exists at least one regular
node in each cluster with a direct link between them.
We call the resulting topology theenhanced cluster k-
ary n-cube (ECKN) [11]. Hence, there existsk

n

in
spare

nodes connected as ak
i
-ary n-cube. Figure 1 depicts

an ECKN withk = 6 andn = i = 2. At stage two,
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Figure 1: An enhanced cluster 6-ary 2-cube withi = 2

the process is repeated: the spare nodes of thek

i
-ary

n-cube at the first stage is also divided intojn clusters
and one spare node from the second stage is assigned to

each cluster. Moreover, the spare nodes at the second
stage are interconnected as ak

i�j
-ary n-cube. We call

the resultant structure thetwo-stage enhanced cluster
k-ary n-cube (TECKN). Figure 2 depicts a TECKN
with k = 8 andn = i = j = 2. Hence, each regular
node in the TECKN is connected to its2n neighboring
regular nodes and the local spare node at stage one.
Each spare node at stage one is connected toin regu-
lar nodes of its local cluster, its assigned spare node at
stage two, and its2n neighboring spare nodes at stage
one. Each spare node at stage two is connected tojn

spare nodes of its local cluster at stage one and its2n

neighboring spare nodes at stage two. Therefore, the
degree of each regular node, each spare node at stage
one, and each spare node at stage two are(2n + 1),
(in + 2n+ 1), and(jn + 2n), respectively.
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Figure 2: A two stage enhanced cluster 8-ary 2-cube
with i = j = 2

We next describe how the TECKN tolerates faulty
nodes and faulty links. Each node is made of a com-
putation module and a wave-switching communica-
tion module [9]. Wave-switching implements circuit-
switching and wormhole-switching concurrently; per-
manent connections and long messages use the circuit-
switched segment while short messages are transmit-
ted using the wormhole-switching. We assume that
faulty nodes retain their ability to communicate. This
is a common assumption since the hardware complex-
ity of the communication module is much lower than
the computational module. Therefore, the probability



of failure in the communication module is much lower
than the computation module. This assumption may
be avoided by duplicating the communication module
in each node. To tolerate a faulty node, the compu-
tation module of the spare node logically replaces the
computation module of the faulty node. In addition,
if the spare node resides in the cluster of the faulty
node, the new communication module consists of the
functional communication module of the faulty node
merged with the appropriate routing channel of the lo-
cal spare node. If the assigned spare node and the
faulty node belong to different clusters, a dedicated
path is constructed by linking the appropriate routing
channels of the intermediate spare nodes. Once such
a path is established, due to the circuit-switched capa-
bility of the wave-switching communication modules,
the physical location of the faulty node and its assigned
spare node becomes irrelevant. Moreover, no modifi-
cation of the available computation or communication
algorithm is necessary. Similarly, faulty links are by-
passed by establishing parallel paths using spare links.
Figure 3 illustrates the reconfiguration of a TECKN
with k = 8 andn = i = j = 2 in the presence of
indicated faulty nodes and faulty links. For the sake of
clarity, in Figure 3, non-active spare links are deleted
and active spare links are drawn in a variety of line
styles to distinguish the bypass paths. Note that by
utilizing spare nodes from other fault-free clusters, in
effect, four logical spare nodes are present in each of
the clusters 10, 11, 12, and 31. Figure 4 illustrates
how spare nodes S21 and S11 replace faulty nodes 32
and 22, respectively, by merging their communication
modules. The light and dashed lines in Figure 4 per-
tain to similar lines in Figure 3 and represent effec-
tive permanent circuit-switched connections after the
reconfiguration.

4 Reconfigurability of the TECKN
To allow for fast reconfiguration in the strict mode

of operation, the reconfiguration algorithm should re-
sult in minimum changes in system interconnections.
Hence, under the strict mode of operation, each faulty
node of a cluster is replaced by the local spare node at
stage one. The algorithm is applied distributively, al-
lowing each spare node at stage one to monitor the sta-
tus of the regular nodes within its cluster, and replace
the faculty node as outlined in the previous section.
The reconfiguration algorithm under the strict mode of
operation fails if more than one node becomes faculty
in a cluster.

The reconfiguration algorithm in the relaxed mode
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Figure 3: Reconfiguration of a TECKN

of operation first tries to assign each detected faulty
node to a spare node at stage two. This is done to make
the spare nodes at stage one available for the next strict
mode of operation. For example, in Figure 2, in the re-
laxed mode of operation, the task of faulty nodes 22
and 62 are assigned to spare nodesSS00 andSS10
while in the strict mode of operation, they would be
assigned to the local spare nodesS11 and S31, re-
spectively. Under the relaxed mode of operation, if
there is no available unassigned spare node at stage
two, a spare node from stage one is assigned to the
faulty node; details of reconfiguration algorithm under
the relaxed mode of operation is discussed later in this
section.

As indicated before, the reconfigurability of the
TECKN is a function of the number of dedicated and
edge-disjoint paths, within the spare network at stages
one and two, that can be established between the lo-
cal spare node of a cluster with multiple faulty nodes
and the available spare nodes in the fault-free clusters.
The availability of these edge-disjoint paths is a con-
nectivity issue within the spare network. We next es-
tablish some bounds on the number of faulty nodes that
a TECKN can tolerate.

Lemma 1 A two-stage enhanced cluster k-ary n-cube
(k 6= 2), can at most tolerate 2n + 2 faulty nodes in
one cluster.

Proof: Given a cluster, at stage one, with multiple
faulty nodes, the local spare node can replace one of
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Figure 4: Replacing faulty nodes 22 and 32 with spare
nodes S11 and S21, respectively

them. Since the local spare node, at stage one, has a
degree of(2n + 1) within the spare network, at most
(2n + 1) edge-disjoint paths may be constructed from
it to unassigned spare nodes.

Theorem 1 A two-stage enhanced cluster k-ary n-
cube (k 6= 2), can tolerate 2n + 2 faulty nodes re-
gardless of the fault distribution.

Proof: We first show, by induction, that a TECKN at
stage one can tolerate(2n + 1) faulty nodes regard-
less of the fault distribution. The TECKN at stage
one is simply an ECKN. The base case is shown for
n = 1. k regular nodes form a ring as depicted in
Figure 5(a) fork = 12 and i = 3. Similarly, k

i

spare nodes form a ring. Hence, each spare node has
a direct spare link connecting it to each of its two
immediate neighboring spare nodes. By inspection,
even if all 2 � 1 + 1 = 3 faulty nodes reside in the
same cluster, there exists three edge-disjoint paths con-
necting the faulty nodes to the local spare node and
its immediate neighboring spare nodes. Next, let us
consider an ECKN of dimensionn + 1. By con-
struction, an (n + 1)-dimensional ECKN consists of
k n-dimensional ECKN modules such that each spare
node, in addition to its2n spare links within its mod-
ule, is connected to two spare nodes in other mod-
ules (Figure 5(b)). By the induction hypothesis, each
ECKN of dimensionn can tolerate2n+1 faulty nodes.
Suppose there exist2(n+1)+1 = 2n+3 faulty nodes.
If the distribution of faulty nodes is such that at most

(a)

+1

+1

(b)

Faulty Node

Spare Node

Regular Node

2n

Figure 5: An enhanced cluster a) k-ary 1-cube b) k-
ary (n+ 1)-cube

2n+ 1 faulty nodes reside in one ECKN of dimension
n, the system can tolerate them by the induction hy-
pothesis. Consider the case where all faulty nodes re-
side in the same n-dimensional ECKN module. 2n+1

of the faulty nodes can be tolerated locally by the in-
duction hypothesis. Furthermore, since every faulty
node has an unused spare link to its local spare node
and the local spare node has two unused spare links
connecting it to two free spare nodes in other modules
(unassigned spare nodes within two fault-free ECKN
of dimension n), two dedicated and edge-disjoint paths
between the last two faulty nodes and the unassigned
spare nodes can be established. The system can there-
fore tolerate 2(n+1)+1 faulty nodes and it follows by
induction that (2n + 1) faulty nodes can be tolerated
within the spare network at stage one.

Finally, consider the TECKN at stages one and two.
Since the (2n+ 2)th faulty node has an available edge
connecting it to the local spare node, at stage one, and
the local spare node has an unused spare link connect-
ing it to a spare node at stage 2, a dedicated path be-
tween the (2n+ 2)th faulty node and the spare node at
stage 2 can be established. The system can therefore
tolerate (2n + 2) faulty nodes regardless of the distri-
bution of faulty nodes.

Since there is no bound on radix or dimension of the
TECKN, no higher theoretical bound on the number of
tolerated faulty nodes can be established [11]. To have
a better realistic measure of fault-tolerant capability of
the TECKN, we simulated the reconfigurability of the
TECKN, under random fault distribution, based on the



following reconfiguration algorithm. An optimal re-
configuration algorithm can be developed by utilizing
the maxflow algorithm [18]. The main drawback to
a reconfiguration using the above algorithm is that a
digraph representation of the spare network has to be
constructed [11] and the spare node assignment has to
be done by the host processor. To overcome these de-
ficiencies, we next present a near-optimal reconfigura-
tion algorithm. The algorithm consists of four parts as
specified below:
1. Early abort: The following solvability checks are
performed to determine whether the reconfiguration is
feasible. If the total number of faulty nodes is greater
than the number of spare nodes ((k

i
)n + ( k

i�j
)n), the

reconfiguration fails. If the CR of a spare node at stage
one is greater than (2n + 1), the reconfiguration also
fails due to Lemma 1.
2. Assignment at stage two: We utilize Lee’s path-
finding algorithm [13] to find a set of candidate spare
nodes at stage two that can be assigned to the faulty
node. The algorithm begins by constructing a breadth-
first search of minimum depth d (1 � d � (( k

i�j
)n))

in the spare network of stage two from the local spare
node of a faulty cluster. If a free spare node is found, a
path is formed to the faulty node. The algorithm guar-
antees that a path to a spare node will be found if one
exits and the path will be the shortest possible [13].
Once a path is formed, the links associated with that
path are deleted from the spare tree, resulting in a new
structure. If there still remain some uncovered faulty
nodes, a solvability test similar to step 1 is performed
on the new structure and this step is repeated for a
higher depth d in stage two of the spare cube.
3. Local assignment: If all spare nodes at stage two
are assigned and there still remain some faulty nodes,
the local spare node of every faulty cluster is assigned
to a faulty node within the cluster.
4. Assignment at stage one: If there remain addi-
tional faulty nodes, we apply Lee’s path-finding algo-
rithm to both stages one and two from the local spare
node of a faulty cluster with an unassigned faulty node.
Reconfiguration fails if d > ( k

i�j
)n + (k

i
)n, which is

the longest acyclic path in the spare network.

We implemented the reconfiguration algorithm for
a TECKN with k = 66, i = 11, j = 2, and n = 3.
1000 simulation runs were performed for each given
number of faulty nodes. The result of our simulations,
under the random fault distribution, indicate 100% re-
configuration in the presence of up to 243 faulty nodes
(the maximum). Similar results were attained under

different cluster sizes at stages one and two.

We next examined the limitation on the reconfigura-
bility of the TECKN under random fault distribution as
well as the effect of the second stage (and perhaps ad-
ditional stages) on the fault-tolerant capability of the
TECKN. We thus assumed ( k

i�j
)n+(k

i
)n faulty nodes

in the TECKN and ((k
j
)n) faulty nodes in the TECKN

with only the first stage of spare network (ECKN).
Moreover, we assumed that each faulty cluster contains
a fixed number of faulty nodes. Figure 6 depicts the re-
sult of our simulation for a 66-ary 3-cube with the radix
of each cluster at stage one and stage two being eleven
and two, respectively. The solid and the dashed lines in
the figure pertain to the result of the TECKN under 243
faulty nodes and the ECKN under 216 faulty nodes,
respectively. The result indicates that, under the maxi-
mum number of faulty nodes, the TECKN can tolerate
up to six faulty nodes per cluster 100% of the time. In
addition, it demonstrates that the TECKN can handle
one more faulty node per cluster than the ECKN. The
result is intriguing since the degree of the spare node of
the TECKN at stage one is also higher than the ECKN
by one. Similar results were attained under different
dimension sizes and cluster sizes at stages one and
two. Our simulation results, therefore, illustrate that
the existence of a second stage of redundancy is more
critical to the higher reconfigurability of the TECKN
than the size of the spare network at the second stage.
Hence, multi-stage redundancy should only marginally
enhance the reconfigurability of the k-ary n-cube over
the TECKN, since the degree of the spare node at stage
one is (2n+1) regardless of the number of spare stages
or their dimensions.
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As indicated in the previous section, the TECKN
can also tolerate faulty links. However, some faulty
links can only have one bypass path. Therefore, no
distinction between their relaxed and strict mode of op-
erations can be made. Also, two or more faulty links
sharing a node in a TECKN will cause the reconfig-
uration to fail. Hence, no theoretical lower bound on
the number of tolerated faulty links can be established.
Our simulation results of the TECKN, based on ran-
dom distribution of faulty links, is slightly better than
the simulation results of the ECKN [11].

5 Conclusion
In this paper, we proposed a practical scheme to

allow a k-ary n-cube multiprocessor tolerate faulty
nodes in real time. During the strict mode of oper-
ation, the scheme uses local reconfiguration, which
is the fastest and involves the fewest switch changes.
Then, in the next relaxed mode of operation the tasks
of local spare nodes, at stage one, are transferred to the
spare nodes at the second stage by applying a global
reconfiguration scheme. If a node becomes faulty dur-
ing the relaxed mode of operation, the scheme tries to
assign a spare node at stage two to replace it. This is
done to maximize the probability that in the next strict
mode of operation local spare nodes may be available
to replace the potential faulty nodes. In the relaxed
mode of operation, if there is no available spare node
at stage two, spare nodes of stage one are utilized to
replace the faulty nodes. Our theoretical results indi-
cate that, in the relaxed mode of operation, our scheme
can always tolerate the 2n+ 2 faulty nodes regardless
of their distribution. Our experimental results suggest
that, under random fault distribution, ( k

i�j
)n + (k

i
)n

faulty nodes (the maximum) can be tolerated with a
very high probability. In the strict mode of operation,
one faulty node per cluster can be tolerated. Hence, a
smaller cluster size at stage one is needed if the strict
mode has a harder deadline and vice versa; other fac-
tors such as the switch complexity of the routers also
influence the size of the clusters at stages one and two.
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